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Abstract—Web image analysis has witnessed an Al renaissance.
The ILSVRC benchmark has been instrumental in providing
a corpus and standardized evaluation. The NVIDIA AI City
Challenge is envisioned to provide similar impetus to the analysis
of image and video data that helps make cities smarter and safer.
In its first year, this Challenge has focused on traffic video data.
While millions of traffic video cameras around the world capture
data, albeit low-quality, very little automated analysis and value
creation results. Lack of labeled data, and trained models that can
be deployed at the edge of the city fabric, ensure that most traffic
video data goes through little or no automated analysis. Real-time
and batch analysis of this data can provide vital breakthroughs
in real-time traffic management as well as pedestrian safety.
The NVIDIA AI City Challenge brought together 29 teams
from universities in 4 continents to collaboratively annotate a
125 hour data set and then compete on detection, localization
and classification tasks as well as traffic and safety application
analytics tasks. The result is the largest high quality annotated
data set, a set of models trained using NVIDIA AI City Edge
to Cloud platform and ready to be deployed at the edge solving
traffic and safety problems for cities worldwide.

Index Terms—Deep Learning, Al, traffic flow, pedestrian
safety, video analysis, edge computing, cloud computing, GPU,
mean Average Precision, Intersection over Union

I. INTRODUCTION

Deep Learning has led an Al renaissance of sorts in recent
years. Image and video analysis are among its most prominent
success stories. Results of the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) [1] point to a dramatic
improvement in object detection, localization and classifica-
tion. This breakthrough has impacted many verticals from self
driving vehicles in the Transportation sector to medical image
analysis in the Healthcare sector. This breakthrough also has
great potential for making our cities smarter [2] and safer.
While there are existing corpora and benchmarks for video
retrieval (e.g. NIST TRECVID [3], LSCOM [4]) and image
classification [1], there is lack of a large scale labeled corpus
of high quality traffic video data. This is also compounded by
the lack of an Al platform that allows for rapid edge to cloud
experimentation and deployment and a standardized evaluation
of algorithm performance. To address this gap and accelerate
the progress of deep learning in making cities smarter and safer
we envisioned and created the NVIDIA AI City Challenge
smart—-city-conference.com/AICityChallenge/
[5]. Figure 1 illustrates the life cycle of the Challenge.

Preparation for the Challenge began in May 2017 and the
Challenge ended with a hackathon and workshop on Aug 5
2017 as part of the 3rd annual IEEE Smart World Congress.

We started by capturing and creating the largest video
corpus of traffic video data that included high quality 1080p
data by mounting new traffic cameras as well as commonly
available 480p data from existing traffic cameras. Twenty-nine
teams spanning four continents signed up for the Challenge
and helped collaboratively annotate 125 hours of data captured
at 30 frames per second. For this we extended the VIA
(VGG Image Annotation Tool) [6]. 150 participants used
this modified Collaborative Annotation Tool to label the data
using 15 class labels identified in consultation with multiple
departments of transportation in the United States. Ten hours
of video data labeled with a subset of these labels, recorded
in 24 Chinese cities, which was part of the UA-DETRAC
benchmark [7], was also made available to participants.

After the annotation phase of the Challenge, preliminary
evaluation of annotation quality was conducted and 18 teams
were selected to compete in the next round of the Challenge.
The selection was made based on the quality and quantity
of their annotation effort and the quality of their proposal.
Participants then competed in two tracks. Track 1 focused
on object detection, localization and classification and used
common metrics for evaluation. Track 2 was open ended and
allowed participants to use Track 1 results and any other
algorithms to provide solutions to common traffic flow and
pedestrian safety problems that cities face.

NVIDIA provided participating teams with an edge to cloud
Al infrastructure and platform. Teams used DGX servers
which are equipped with 8 Tesla P100 GPUs [8] for train-
ing and Jetson TX2 [9], the fastest supercomputing edge
compute device, for inferencing. The teams were also pro-
vided labeled data sets in multiple formats for the commonly
used frameworks. NVIDIA provided participants with con-
tainerized frameworks including Caffe [10], Darknet [11],
Tensorflow [12], MXNet [13], and Torch [14] for training
various networks. Participants experimented with a variety
of models by using transfer learning and extending existing
models like Faster R-CNN with ResNet, SSD, YOL0O9000, R-
FCN, Deformable Convnets, and DeepHOG. The goals were
to reduce the barrier to experimentation and time to modeling
for participating teams.


http://smart-city-conference.com/AICityChallenge/
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Fig. 1: Overall structure and flow of the NVIDIA AI City Challenge.

Fig. 2: A sample of images from the data captured at traffic
intersections in multiple cities and states.

The winner of Track 1 was determined based on a composite
score that combined mean Average Precision (mAP) for object
detection and classification across 3 data sets that were created
in the Challenge along with the localization accuracy as
captured by the Intersection over Union (IoU) score for these
data sets. The winner of Track 2 was determined by a panel of
judges that included domain experts from NIST, GE Current,
and NVIDIA. The criteria for evaluation included novelty,
value, and demonstration of the innovation.

Based on the unprecedented success of this Challenge,
discussions are underway to make this a recurring challenge,
allow greater participation and progressively increase task
diversity and complexity. These breakthroughs have a great
potential for making our cities smarter and safer.

II. DATASET

Video data available for this Challenge has been recorded
by cameras aimed at intersections in urban areas. Videos
were recorded in diverse conditions, including daytime and
nighttime conditions. The NVIDIA AI City Data Set consists
of the following video data sources:

1) Silicon Valley Intersection Data - More than 70 hours
of 1080p data at 30 frames per second captured from
multiple vantage points.

2) Virginia Beach Intersection Data - More than 50 hours
of 720x480 resolution data at 30 frames per second
captured from traffic cameras.

3) Lincoln, Nebraska Data - More than 10 hours of
720x480 resolution data at 30 frames per second cap-
tured from handheld cameras.

Fig. 3: Image annotation tool extended from the VIA tool to
provide collaborative browser based annotation capabilities.

In addition to this data, we also provided partici-
pants the option to use the labeled data set available
from the SUNY Albany UA-DETRAC benchmark suite
http://detrac-db.rit.albany.edu/ [7].

A. Annotation Tool

The annotation tool [15] we developed for the Al City Chal-
lenge was extended from the VGG Image Annotator (VIA) [6],
which is a single page application that provides the capability
for browser based annotations. Over 250,000 keyframes were
extracted from a subset of the 120 hours of video at 1
second intervals. The keyframes were shuffled randomly and
an equal number of frames was assigned to each of the 29
teams. Keyframe shuffling mitigated the possibility of some
videos having no annotations due to low team performance
or bad annotation quality. Our annotation tool was designed
to support collaborative annotation of keyframes. After users
log into the application, they are presented with their assigned
set of keyframes. For each keyframe, the application saves
annotation information in a database in JSON format. Our tool
was developed using the Express JS framework and MongoDB
as the database server, and was deployed in the Microsoft
Azure Cloud Services [16] computing infrastructure.

B. Class Labels

Based on the inputs from the NYC, Iowa State, Nebraska
Departments of Transportation (DOT), a list 15 class la-
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