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Problem: Univariate Time Series with Extreme Events Forecasting

[𝑋𝑋1, 𝑋𝑋2, . . . , 𝑋𝑋𝑇𝑇] ∈ 𝑅𝑅𝑇𝑇 → [𝑋𝑋𝑇𝑇+1, . . . , 𝑋𝑋𝑇𝑇+𝐻𝐻 ], ∈ 𝑅𝑅𝐻𝐻

Challenges:

• Most values are normal and contribute significantly to the overall prediction performance

• Few extreme values but they must be precisely forecasted to avoid disastrous events

Goal:

• A model that concurrently learns extreme and normal prediction functions

• Long sequence forecasting

• Good generalization

Dataset:

• We evaluate the proposed model on the difficult 3-day ahead hourly water 

level prediction task applied to 9 reservoirs in California



Extreme Events:

GEV (Generalized Extreme Value) distribution provides a better fit, showing the presence of extreme values in our data,

where μ ∈ R, σ > 0, and ξ are the location, scale, and shape parameters, respectively, 

conditioned on 1+ξ(x−μ)/σ > 0.



Motivation: achieving the best overall prediction performance, without sacrificing either the quality 
of normal or of extreme predictions.

Root Mean Square Error (RMSE)

Mean Absolute Percentage Error (MAPE)

Proposed Methods:
NEC framework: a framework to account for the distribution shift between normal and 

extreme values; composed of a Normal, an Extreme, and a Classification model.

GMM Indicator: an unsupervised clustering approach to dynamically produce distribution 

indicators, which improves the model’s robustness to the occurrence of severe events.

Selected Backpropagation: helps the models learn the positions and values of 

appropriate normal or extreme data better.

Parameterized Loss Function: helps our classifier better distinguish event severity.



NEC framework :

NEC is composed of three separate models, which can be trained in parallel:

 The Normal (N) model is trained to best fit normal values in the time series.

 The Extreme (E) model is trained to best fit extreme time series values.

 The Classifier (C) model is trained to detect when a certain value may be 

categorized as normal or extreme. 

NEC is a purely single variate model; NEC+ uses optional exogeneous other inputs.



GMM Indicator :

A Gaussian mixture model (GMM) is a weighted sum of M component Gaussian densities,

p(x|λ) = ∑𝑖𝑖=1𝑀𝑀 𝑤𝑤𝑖𝑖𝑔𝑔(𝑥𝑥|μ𝑖𝑖 ,∑ 𝑖𝑖) ,
where x is a D-dimensional continuous-valued vector, 𝑤𝑤𝑖𝑖 ∀i = 1, . . . , M are the mixture weights, 

and 𝑔𝑔 𝑥𝑥 μ𝑖𝑖 ,∑ 𝑖𝑖 are the component Gaussian densities.

We compute an indicator feature as the weighted sum of all component probabilities, given the 

weights learned when fitting the GMM model.



Selected Backpropagation :
Two-stage sampling policy:

1) randomly sample subsections of length h + f

from the series to use in training our models

2) perform stratified sampling of regions with and 

without extreme values, allowing the E and C models 

to oversample up to OS% samples with at least 1

extreme value in the prediction zone.

Selected Backpropagation:

N model: only normal values add to the loss;

E model: only extreme values add to the loss.



Parameterized Loss Function:

Problem: for datasets with a high imbalance between the two classes, BCE will favor the prominent class.
 The BCE part: can be thought of as a blunt instrument that grossly exaggerates all miss-

classifications in order to more accurately predict the obscure class

 The RMSE part: allows for a more gentle penalty based on the distance 

between t and p.

BCE(t, p) = −(t × log (p) + (1 − t) × log (1 − p)) 

L = β × BCE(t, 𝑝𝑝α) + (1 − β) × RMSE(t, p)

where α and β are parameters that can be tuned. Values α > 1 cause the model to predict p values 

that are higher in general in order to minimize the distance between t and 𝑝𝑝𝛼𝛼.



Research Questions:
1. What is the effect of adding the GMM indicator to a model?

2. What is the effect of introducing exogenous features?

3. How do the loss function parameters affect performance?

4. How does NEC+ compare against state-of-the-art baselines?

Baselines:
• ARIMA

• Facebook Prophet

• LSTM

• DNN-U: univariate state-of-the-art LSTM-based encoder-decoder hydrologic model.

• Attention-LSTM: a state-of-the-art hydrologic model for stream-flow prediction.

• N-BEATS: a state-of-the-art time series prediction method that 

outperformed all competitors on the standard M3, M4 and TOURISM datasets.



Research Questions:
1. What is the effect of adding the GMM indicator to a model?

2. What is the effect of introducing exogenous features?



Research Questions:
3. How do the loss function parameters affect performance?



Research Questions:
4. How does NEC+ compare against state-of-the-art baselines?



Evaluation Overall:



Q   &   A 

danastasiu@scu.edu

http://davidanastasiu.net/
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