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Abstract—Accurate time series forecasting is crucial in var-
ious domains, but predicting highly-skewed and heavy-tailed
univariate series poses challenges. We introduce the Segment-
Expandable Encoder-Decoder (SEED) model, designed for such
time series. SEED incorporates segment representation learning,
Kullback-Leibler divergence regularization, and an importance-
enhanced sampling policy. We tested our model on the 3-day
ahead single-shot prediction task on four hydrologic datasets.
Experimental results demonstrate SEED’s effectiveness in op-
timizing the forecasting process (10-30% of root mean square
error reductions over state-of-the-art methods), underlining its
notable potential for practical applications in univariate, skewed,
long-term time series prediction tasks.

Index Terms—deep learning, representation learning, sampling
policy, streamflow prediction, time series

I. INTRODUCTION

Time series forecasting is vital in a myriad of sectors,
spanning traffic management [1], meteorology [2], biology [3],
financial markets [4], and water resources [5]. Yet, the task
becomes hard when faced with datasets having pronounced
skewness, complicating accurate long-term predictions. Taking
hydrology as an example, streamflow predictions are con-
voluted due to multifaceted and unpredictable variables like
weather patterns, geographical features, and human activities.
Such intricacies heighten the challenge of obtaining accurate
forecasts in this field.

Forecasting from highly-skewed [6] and heavy-tailed
datasets presents a myriad of challenges. Such datasets typ-
ically offer limited training samples for extreme values, im-
peding models from discerning their underlying patterns. The
disproportionate data distribution, with most values clustered
at the lower end and few at the higher extremities, can
compromise the efficacy of conventional prediction algorithms.
Furthermore, the anomalous events in these datasets might
adhere to distinct distributions divergent from the main data
bulk, necessitating tailored techniques to address their non-
Gaussian attributes. The intricacies are further compounded
by the presence of long-range dependencies [7], demanding
models that can track the impact of historical observations
over extensive time intervals.
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Current methods [7]-[10] excel in forecasting normally dis-
tributed data; however, their accuracy decreases considerably
with highly-skewed time series. Our contributions include:

e The novel Segment-Expandable Encoder-Decoder
(SEED) model, which is the first to integrate segment
representation learning with a multi-tiered encoder-
decoder framework, specifically designed for complex
datasets with intricate characteristics.

e A unique regularization strategy that incorporates a
Kullback-Leibler divergence regularization loss term
across multiple stacked layers, thereby increasing the
model’s robustness against anomalous events with diver-
gent distributions.

e An innovative importance-enhanced sampling strategy
embedded within the SEED model, allowing it to skill-
fully identify key features and trends in datasets, leading
to improved forecasting accuracy in the presence of
heavily skewed time series data.

o Comprehensive experiments that demonstrate SEED’s
effectiveness in optimizing the forecasting process (/10—
30% of root mean square error reductions over state-
of-the-art methods), underlining its notable potential for
practical applications in univariate, skewed, long-term
time series prediction tasks.

II. RELATED WORK
A. Machine Learning Methods

Time series prediction has been investigated for many
years. Traditional methods for accurately predicting future
values in time series included the univariate Autoregressive
(AR), Moving Average (MA), Simple Exponential Smoothing
(SES), and Extreme Learning Machine (ELM) algorithms,
and most famously the Autoregressive Integrated Moving
Average (ARIMA) [11] method and its several variants. Wang
et al. [12] provided a hybrid model combining Empirical
Mode Decomposition (EMD), Ensemble Empirical Mode De-
composition (EEMD) and ARIMA for long-term streamflow
forecasting, but they did not examine the effectiveness of their
models on datasets with extreme values. Gaussian Process
Regression (GPR) [13] and Quantile Regression (QR) [14]
were used in some studies to not only predict but also quantify



forecast uncertainty. Tree-based models, such as classification
and regression trees (CARTs) and random forest (RF), have
been employed due to their computational efficiency and
ability to handle predictors without assuming any specific
distribution. Prophet [15] is a popular time series forecasting
model based on an additive model that captures nonlinear
trends in the data, incorporating seasonal and holiday effects
at various time scales, including annual, weekly, and daily
patterns.

B. Deep Learning Methods

Recently, deep neural networks (DNNs) have shown their
great advantages in various areas [16], [17]. General feed-
forward deep learning models can be difficult to use with
time series data since the input can have varying lengths and
temporal dependencies. However, WaveNet [18] has demon-
strated impressive capabilities in generating high-quality audio
waveforms, which is also suitable for time series prediction
tasks [19]. N-BEATS [10] is a time series prediction model
with block-stacked pure fully-connected layers, which outper-
formed all competitors on the standard M3 [20], M4 [21],
and TOURISM [22] datasets. DeepAR [23], a probabilistic
forecasting model based on a Recurrent Neural Network
(RNN) encoder-decoder architecture, leverages the autoregres-
sive property of time series to generate probabilistic forecasts,
allowing for uncertainty estimation.

When facing long sequence time-series forecasting (LSTF)
tasks, in order to effectively capture exact long-range depen-
dency coupling between output and input, a model must have a
high prediction capacity. This means it can capture both short-
term and long-term dependencies, enabling it to make accurate
forecasts over extended periods of time. Recent research has
demonstrated the Transformer model’s ability to boost predic-
tion power [24], [25]. However, the Transformer model suffers
from a number of serious drawbacks that prohibit it from being
directly applicable to LSTEF, including quadratic temporal com-
plexity, high memory utilization, and built-in limitations of the
encoder-decoder design. To address these issues, alternative
methods like Autoformer [26] and Reformer [27] have been
proposed to improve the transformer’s dependency discovery
and representation ability. Informer [7] proposed a ProbSparse
self-attention mechanism and a generative style decoder, while
FEDFormer [8] represents time series by randomly selecting
Fourier components in an attempt to improve efficiency com-
pared to the standard Transformer.

C. Limitations of Current Approaches

While transformer-based models have shown efficacy in
identifying long-range dependencies through self-attention
mechanisms, forecasting across longer time horizons can have
negative effects on accuracy or increased computational re-
quirements, which restricts their usefulness [9]. In addition,
earlier studies in long-term time series prediction often by-
passed the nuances of heavily skewed datasets.

In contrast, our SEED model is tailored for such datasets,
integrating a multi-tiered encoder-decoder framework that cap-

tures both global and local trends efficiently. SEED presents a
streamlined and more accurate approach to forecasting skewed
time series.

III. PRELIMINARY
A. Problem Statement

We take on a challenging univariate time series forecasting
problem, considering that the majority of data represent normal
values which significantly contribute to the overall prediction
performance, while the data set contains much fewer extreme
values that deviate from the average and cause the distribution
of the data to become skewed towards one side. The problem
can be described as,

[$17$2,...,$T] (S RT — [,’ET+17...,{L‘T+H] € RH,

i.e., we are predicting the vector of length-H containing
future values, given a length-T" vector of observed series
historical values up to the present. The x1,..., 27 values are
the input to our problem, while x7y1,...,27+y form the
output.

B. Data Descriptions

In our research, we utilized a hydrologic dataset capturing
streamflow from four California streams: Ross, Saratoga,
UpperPen, and SFC. Given California’s lack of rainfall dur-
ing summer, our forecasting focus was on the months from
September to May, deliberately excluding the summer period.
Data for training and validation was drawn from January 1988
to August 2021. Our objective was to accurately project the
streamflow for the subsequent year (September 2021 to May
2022), with predictions made every four hours. Each prediction
estimated the upcoming 3 days based on the preceding 15
days of data. The performance metrics employed were Root
Mean Square Error (RMSE) and Mean Absolute Percentage
Error (MAPE). Since the sensors measure the streamflow and
precipitation every 15 minutes, we are attempting a lengthy
forecasting horizon (h = 288), which is unquestionably an
LSTF task based on the most recent research [7]-[9]. An
example visualization of our data is provided in Fig. 1. To
analyze our data set, we computed several statistical values of
our input time series, which provide valuable insights into the
shape and distribution of the data.

TABLE I: Statistical descriptions of our stream data.

Statistic / Stream Ross Saratoga UpperPen SFC
mean 291 5.71 6.66 20.25
max 1440.00  2210.00 830.00  7200.00
min 0.00 0.00 0.00 0.00

median 0.17 1.00 3.20 1.20
variance 59722 711.09 45290 12108.14
skewness 19.84 19.50 13.42 18.05
kurtosis 523.16  697.78 262.18 555.18

Table I shows the computed statistics of our input time
series, including min, max, mean, median, variance, skewness,
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Fig. 1: The four stream datasets named Ross, Saratoga, UpperPen, and SFC. In California, prediction of streamflow and
regulating timing of water to be left in stream is essential to the persistence of native species and health of the freshwater
ecosystems, i.e., to support fish, wildlife, and habitat maintenance and creation. Under natural conditions, these streamsflow
at stable low flows in the summer and begin to swell and surge during the winter months. All four of these streams have
experienced high peaks from September 2018 to May 2019, which is representative of a general hydrologic year (September

to May of the following year).

and kurtosis. The presence of high skewness and kurtosis
values suggests that our data exhibit significant asymmetry
and departure from a symmetric bell-shaped curve of a Normal
distribution. Specifically, the positive skewness values indicate
that the distribution is skewed to the right, resulting in a longer
tail on the right side. This implies that there are more extreme
values or outliers on the higher end of the distribution.

C. Piecewise Linear Representation of Time Series

Time series databases are becoming increasingly popu-
lar, and several high level representations have been pro-
posed, such as Fourier Transforms [28], Wavelets [29], Sym-
bolic Mappings [30] and Piecewise Linear Representation
(PLR) [31].
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Fig. 2: Segment representation example. By dividing the time
series into multiple segments and fitting a linear regression
model to each segment, PLR captures the changing patterns
and trends in the data more effectively compared to a single
linear regression model.

PLR has been used in data mining applications for fast sim-
ilarity search [32], novel distance measures [33], concurrent
analysis of text and time series, vehicle speed estimation [34],
and change point detection [35]. PLR simplifies the repre-
sentation of time series, making their analysis more efficient
while preserving key characteristics. In essence, PLR splits
a series into several segments such that the maximum error

of each segment does not exceed a threshold [36]. Fig. 2
shows an example PLR representation of a curve using 8
segments. However, the PLR algorithm mainly describes the
linear relationship of the multi-segment representation and is
often used as a preprocessing step to reduce both the space
and computational cost of storing and transmitting time series.

In our research, inspired by PLR, we proposed a segment-
expandable encoder-decoder architecture which aims to predict
segment mean values layer by layer in an expanding way, with
a goal of accurate future predictions for heavily skewed long-
term time series.

D. Kullback-Leibler Divergence Regularization

Multiple-loss functions have been introduced as a heteroge-
neous multitask learning method [37]-[40]. We propose using
multiple loss functions to guide our training objective. This
encourages the model to learn rich representations capable
of capturing the diverse variations and hidden relationships
present in heavily skewed long-term time series.

In our model, Kullback-Leibler (KL) divergence is em-
ployed as a regularization loss term to ensure that the predicted
segment distributions align with the ground truth segment
distributions. The KL divergence is defined as

KL(p|l ) =D p(x 10g< x;)

where p and ¢ are two distributions of the predicted data and
the original data. The equation measures the average loss of
information when approximating the p distribution with the
q distribution. Essentially, it gauges the dissimilarity between
the two distributions, with a lower value indicating a closer
match.

IV. METHODS

A. Overview of the SEED Framework

Our proposed Segment-Expandable Encoder Decoder
(SEED) model is constructed as a variant of the encoder-
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Fig. 3: The SEED architecture comprises three core components: embedding, encoder, and decoder. Initially, the input sequence
undergoes preprocessing and sampling, with time features generated using sine and cosine transformations. Specifically, each
month-day date is encoded into a feature pair using trigonometric or cyclical encoding, capturing the 365-day periodicity within
a range of -1 to 1. Each layer’s output contributes to the loss as a regularization factor. The output sequence length escalates
from lower to upper layers, allowing varied scale information capture. The top layer’s output is then refined to produce the

final predicted sequence.

decoder architecture built with long short-term memory
(LSTM) networks. It contains three main components, includ-
ing embedding, encoder, and decoder. What sets SEED apart
are the specially designed multiple levels in the decoder. Each
layer is responsible for capturing specific aspects of the input
sequence, representing the mean value distribution of predicted
subsequences of varying lengths. This allows the model to
handle different levels of complexity and capture temporal
dependencies across various time scales. To be specific, each
convolutional embedding block, denoted as CONV in Fig. 3,
creates an input for the respective level in the encoder, then
each layer of the encoder generates a hidden representation
individually and feeds it into its corresponding decoder layer.

In this varied style of the encoder-decoder architecture, each
encoder layer operates independently to encode the input and
generates a unique hidden state and cell state. These states
serve as the initial values for the corresponding layers in the
decoder. Consequently, each layer is assigned a distinct task, as
they represent the mean value distribution of different lengths
of subsegments in the predicted sequence.

For example, as shown in Fig. 3, the first layer focuses
on learning the mean value of four segments, resulting in
an output length of 4. On the other hand, the last layer is
responsible for the entire sequence and generates an output
with a length of 288 in our scenario. It is important to note
that lower layers handle simpler tasks compared to higher
layers. As a result, they can be constructed with fewer trainable
weights. As shown in Fig. 3, for example, the hidden layers
have a size of 512 in the first encoder-decoder layer, while in
the fifth encoder-decoder layer they have a size of 512x 3. This
allows for the allocation of more computational capacity to the
higher layers, which are expected to predict longer sequences

with greater fluctuations.

Our architecture offers a flexible framework specifically for
tackling long-term time series forecasting tasks. By distribut-
ing the prediction responsibilities across multiple layers, each
layer can specialize in capturing different characteristics of the
data. This hierarchical approach optimizes the use of compu-
tational resources and enhances the model’s ability to handle
complex patterns and variations in long-term sequences.

B. Convolutional Embedding Layers

We utilize convolutional embedding layers with different
kernel sizes and a subsequent tanh activation function as a
preprocessing step before feeding the data into the LSTM
encoder. By using different kernel sizes, we can extract
features at different spatial scales. Smaller kernel sizes are
effective at capturing local patterns and fine-grained details,
while larger kernel sizes capture broader patterns and global
context. This allows each level of the LSTM encoder to
focus on different aspects of the input sequence. Additionally,
we use larger kernel sizes without padding in the convo-
lutional embedding layers for the lower-level inputs. This
choice serves two purposes. First, it helps to decrease the
input size for the lower-level LSTM layers, shortening the
LSTM computation path. This approach helps to mitigate
the issues of exploding and vanishing gradients, which can
arise when propagating gradients through a long sequence.
By shortening the computation path, we minimize the impact
of these gradient-related problems and facilitate more stable
and efficient training of the LSTM model. Second, it allows
us to allocate more computational resources to the higher-level
LSTM Ilayers, which are responsible for capturing longer-term
dependencies and global patterns in the sequence.



C. Decoder Architecture

In the decoder LSTM stack, each layer operates as a level in
a hierarchy to capture different distributions of the mean values
of segment sequences. The number of layers is chosen to
correspond to specific segment lengths, which are determined
based on the desired granularity of the predictions.

For instance, as shown in Fig. 3, if we aim to generate
a 288-length output sequence, we can use 5 layers in the
decoder stack. Each layer is responsible for capturing the
distribution of a specific segment length, such as 4, 16, 32,
96, and 288. These segment lengths represent the number of
mean values obtained by dividing the output sequence into
corresponding equal-size segments. In the first level, the output
length is 4, which is meant to predict the mean values of
4 segments, each of which contains 288/4 = 72 points in
the forecasted series. Then, the 4 outputs are expanded to
16, which are injected into the second level, which will be
responsible for predicting 16 mean values of 16 segments,
each containing 288/16 = 18 points. Expansion is done by
repeating each value in the vector of means four times, i.e.,
a vector of size 4 containing values (a,b,c,d) becomes the
vector (a,a,a,a,b,b,b,b,,c,c,c e d d, d, d). In the last level,
the length of the output is the same as the predicted sequence,
meaning that the means of the segment values are the values
themselves, since each segment contains 288/288 = 1 point.
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Fig. 4: Decoder architecture of SEED: To enhance the perfor-
mance of each layer, the output of the prior layer is expanded
by duplicating the values in the high dimensional hidden
space, thereby providing more context and information for the
following layers. Fully connected layers will generate one di-
mensional outputs, followed by softmax activations to predict
the distribution of the means. This strategy of expanding the
input helps improve the model’s ability to capture complex
patterns and long dependencies in the data.

This hierarchical approach helps handle extreme values ef-
fectively. By predicting the mean value of different length sub-
segments, extreme values are represented and spread across
multiple levels in the hierarchy, leading to higher mean values
in the segments containing them. This enables the model to
capture both fine-grained and coarse-grained patterns in the
data. As shown in Fig. 4, to better regulate each layer’s func-
tion, we incorporate a fully connected layer after the LSTM.
This layer generates a one-dimensional output of the same
length and helps the model learn the distribution of segment

mean values in the predicted sequence. This addition enhances
the model’s ability to capture segment-specific characteristics
and improves overall performance.

D. Multiple-Objective Loss Functions

Our model utilizes the KL divergence loss as a way to
ensure that the predicted segment distributions align with
the ground truth segment distributions. By minimizing the
Kullback-Leibler divergence between the two distributions, the
model is encouraged to iteratively improve predictions of the
segment distributions during the training process. This enables
the model to capture the desired characteristics of the ground
truth distribution, guiding the convergence of the ultimate
output towards the ground truth.

The Kullback-Leibler divergence loss acts as a regular-
ization term that encourages the model to match the target
distribution while balancing the sequence generation loss.
For example, in the 5-level setting described in Fig. 3, the
regularization loss term for the ¢th layer can be described as,

L; = KL (softmax(p_m;), softmax(g_m;)) ,

where p_m; is the output of the FC layer in Fig. 4, which
represent the predicted segment mean values in the ith layer,
while g_m,; is the vector of computed ground truth mean
values for the segments in the 7th layer. Applying the so ftmax
function turns both vectors of mean values into distributions,
which then allows us to compute the K L divergence between
the two distributions. Then, the overall loss is composed as,

k
L =RMSE({§,y) + A\ x (Z £i> ,
i=1
where A is a multiplier applied on those regularization items.
The value of A decreases with each epoch and is set to A =
100 x max (—1 x e®P°¢"/4> 4 2.0.0) in our experiments.

E. Importance-Enhanced Oversampling Policy

We use a creative oversampling policy to capture important
sequences in our dataset. As shown in algorithm 1, our method
randomly samples sequences and checks if their maximum
values in the inference section of the series exceed a threshold
T'. Those that do are deemed important sequences. We adjust
these sequences by moving the maximum value to the middle
of the inference section and perform multiple iterations of
sampling from the beginning with a specified step size S. This
effectively captures the characteristics of important samples.
For normal, or less significant sequences, we randomly se-
lect them without special attention. This oversampling policy
improves the representation of important sequences while
maintaining diversity in the training set. The threshold 7" and
the step size S both can be adjusted as a parameter based on
the data set distribution.

V. EXPERIMENTS

To provide a more comprehensive evaluation of our pro-
posed method, we applied SEED to four distinct streamflow



Input : Dataset with training and inference sequences
Output: Oversampled training set

Procedure Oversampling;

while training set size is not satisfied do
Randomly sample a sequence including training and
inference sections;
if maximum value in inference section > 'I' then
Mark sequence as important;
Move maximum value to the middle of the inference
section of the sequence;
foreach index I in the sequence with step size S do
Sample starting at [;
Add sampled sequence to oversampled training
set;

end
end
else
\ Add sequence to oversampled training set;
end

end
Algorithm 1: Importance-Enhanced Oversampling Policy

datasets!. We compared the performance of SEED against
7 state-of-the-art models. To gain a better understanding of
the effectiveness of the segment layers setting, the role of
the regularization terms, and the impact of the oversampling
policy, we conducted a series of additional experiments and
ablation studies. The results of these experiments led to the
following findings:

e SEED outperforms all the baseline models in the 3-
day ahead prediction task for heavily skewed long-term
hydrologic time series.

o Segment expansion in a hierarchical way is essential in
capturing more accurate hidden patterns and improving
the robustness of the model to predict abnormal data.

« The importance-enhanced sampling policy can effectively
improve the performance of SEED.

o The added level-wise regularization leads to prediction
improvements.

A. Experimental Settings

We utilized four hydrologic datasets, Ross, Saratoga, Up-
perPen, and SFC, which represent different stream locations.
Our objective was to forecast streamflow for a year, excluding
the summer months, from September 2021 to May 2022. The
training and validation datasets were randomly selected from
time series data covering the period from January 1988 to
August 2021.

During the inference phase, we predicted streamflow using
rolling predictions at intervals of 4 hours. Each prediction,
however, inferred 288 data points, i.e., the predicted stream-
flow over the next 3 days at 15 minute intervals. To make
these predictions, we utilized the previous 15 days of data,
equivalent to 1440 time steps. Prior to model training, all time
series underwent pre-processing steps including a logarithmic

'Data and code for the project can be found at https:/github.com/
davidanastasiu/seed.

transformation, xz; = log(l + z;) Vi, and standardization
(subtracting the mean and dividing by the standard deviation).
In order to obtain the final inference predictions, we performed
post-processing by reversing the standardization and logarith-
mic transformations.

In our models, we utilized a 5-layer SEED architecture,
where each layer consisted of a 1-layer bidirectional LSTM.
After experimenting with different LSTM layer widths, we
determined that using 512 nodes per layer yielded the best
performance. In the embedding stage, we employed five CNN
layers, each generating 384 channels. The kernel sizes for
these layers were set to 5, 3, 3, 2, and 1, respectively, from
the bottom to the top layer. We applied a stride equal to the
kernel size, with no padding, and a subsequent tanh activation
function.

B. Baseline Methods

We compared our proposed method, SEED, against a wide
array of state-of-the-art time series and hydrologic prediction
methods, introduced earlier in the related work section, includ-
ing,

o FEDFormer [8], which combines Transformer with the
seasonal-trend decomposition methods, has been shown
to be more efficient than the standard Transformer, yield-
ing improved results for long-term series forecasting;

e Informer [7], a transformer-style model for long-term
time series prediction with a prob-sparse self-attention
mechanism;

e NEC+ [41] a group of LSTM-based models that holds the
best performance for hydrologic time series prediction in
the presence of extreme events;

e NLinear [9], an effective linear model with one order
difference preprocessing for long-term time series;

e DLinear [9], a trend decomposed linear model for long-
term time series prediction;

o N-BEATS [10], a state-of-the-art time series prediction
method that outperformed all competitors on the standard
M3 [20], M4 [21] and TOURISM [22] datasets; and

¢ EnDecoder, the common encoder-decoder model built
with LSTM layers, which is a popular architecture for
sequence-to-sequence tasks such as machine translation,
text summarization, and speech recognition.

C. Main Results

Table II shows the test RMSE and MAPE performance for
the models that achieved the best performance on our out-of-
sample test set. To comprehensively evaluate the performance
of all the methods, we group the RMSE and MAPE metrics
in three different categories. By analyzing the results from
multiple perspectives, we can gain more insight into the
strengths and weaknesses of each method. To be specific,
for the RMSE value, “All” represents the average RMSE of
all test samples compared with the ground truth. The “High”
column represents the average RMSE value for those samples
containing at least one value larger than the mean value of
the whole time series, while the “Low” column computes the



TABLE II: Effectiveness comparisons with state-of-the-art methods. The best value of each metric is bolded. The second best

value of each metric is underlined.

Methods Metric Ross Saratoga Upperpen SFC
All High Low All High Low All High Low All High Low
FEDformer RMSE 649 30.82 251 6.85 1195 459 238 17.68 1.07 24.15 9428 6.68
MAPE 249 527 204 226 150 260 1.02 237 090 281 170 3.09

Informer RMSE 9.14 31.00 5.56 4.89 13.64 1.01 533 1626 440 19.00 85.40
MAPE 545 580 539 073 140 043 421 270 434 054 071 049
NLinear RMSE 5.84 3212 154 498 14.61 0.70 1.74 1507 0.61 1843 8331 226
MAPE 1.62 489 1.09 075 174 031 057 169 047 0.87 1.03 0.83
DLinear RMSE 6.90 3096 297 406 7.63 248 325 1401 233 23.64 79.76 9.65
MAPE 279 4.03 258 131 0.85 151 204 168 207 4.02 104 476
NEC+ RMSE 933 3834 458 195 555 035 194 1392 092 1639 76.63 1.38
MAPE 453 833 391 021 030 0.17 080 084 080 055 061 054
NBeats RMSE 5.16 30.09 108 3.60 9.44 101 1.23 1320 0.21 3147 9533 15.55
MAPE 125 3.17 094 070 121 047 025 078 020 324 088 3.83
EnDecoder RMSE 558 30.81 145 1.93 026 295 1633 1.80 1746 79.04 2.11
MAPE 162 372 128 0.16 029 0.11 181 234 176 0.84 09 0.80
SEED RMSE 4.23 29.74 0.05 1.67 5.14 0.12 1.07 12.83 0.07 1444 70.04 0.59
MAPE 0.11 0.53 0.04 0.09 0.9 0.05 010 057 006 020 042 0.14

RMSE for those test samples where all the ground truth values
were lower than the mean value. We note that most of the
extreme events exist in samples included in the “High” RMSE
calculation, and the samples included in the “Low” RMSE
calculation pertain to primarily normal events. The best results
are highlighted in bold.

Our proposed model, SEED, demonstrated superior perfor-
mance over all baselines across all four benchmark datasets. In
comparison to the three second-best models (NEC+, NBeats,
and EnDecoder), SEED achieved an average, relative RMSE
reduction of 31.44%, 34.68%, and 29.67% across the datasets.
Specifically, compared to NEC+, SEED’s reductions ranged
from modest (11.90% and 14.36%) to significant (54.66%
and 44.85%) for the SFC, Saratoga, Ross, and UpperPen
sensors, respectively. Similarly, SEED outperformed NBeats
with reductions ranging from modest (18.02% and 13.01%)
to substantial (53.61% and 54.11%). Compared to EnDecoder,
SEED consistently delivered better RMSE performance across
all datasets, with reductions of 24.19%, 13.47%, 63.72%, and
17.30% for Ross, UpperPen, Saratoga, and SFC, respectively.

When we compare results from the “High” and “Low”
categories, we can see that NLinear performs better on the
low group of time series, while DLinear performs better
on the high group. FEDFormer and Informer do not show
a clear advantage in either group. NBeats performs poorly,
particularly in the high group, due to its performance on the
Saratoga and SFC datasets. NEC+ and EnDecoder demonstrate

benefits across both groups. SEED exhibits the best perfor-
mance of both groups on all four datasets with varying levels
of complexity.

Fig. 5 shows the results of SEED compared against the
second best baselines. Top-right, middle-left, and bottom-right
show three intricate stream data patterns. In these instances,
SEED outperforms the runner-up approach by a significant
margin. We did not include the other models’ poor perfor-
mance in each figure as it would impede visualizing the perfor-
mance of the top models. For the Ross and UpperPen sensors,
the NBeats model performs well, while for the Saratoga sensor,
the EnDecoder model is the second best. In the case of the SFC
sensor, the NEC+ model shows promising results. To illustrate
the differences, we provide inference examples in comparison
with these models. The examples illustrate that SEED is better
able to capture complex patterns and provides more reliable
predictions for streamflow forecasting tasks.

VI. ABLATION STUDIES

To answer the question of the effects of our sampling
policy, regularization, and segment expanding strategies, we
conducted a group of experiments on the UpperPen and
Saratoga datasets. For each of these models, we used 10,000
samples in the training set.

A. Effect of the Importance-Enhanced Oversampling Policy

In algorithm 1, the threshold T is used to classify the impor-
tance of a sampled sequence, while the step size S should be
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adjusted according to the frequency of peak periods in the data.
Considering the heavy skewness and high kurtosis in the data,
which indicate a departure from a regular distribution, it is not
suitable to determine the threshold and step size solely based
on data observation. Therefore, we recommend employing a
grid search approach to determine the optimal values for these
parameters.

To evaluate the impact of this policy, we increased the
threshold 7' while simultaneously decreasing the step size .S,
aiming to capture more information from the more important
sampled sequences. We initially trained the models without
any regularization loss components, i.e., L = RMSE(4,y).
Fig. 6 shows the RMSE of the inference on the UpperPen
and Saratoga test sets. For both datasets, we observed that
increasing the threshold 7" and decreasing the step size S had
a positive impact on the results. However, there was a point of
diminishing returns, where further increasing the threshold T’
did not lead to a significant decrease in RMSE. This suggests
that there is an optimal threshold 7" value beyond which the
policy’s effectiveness plateaus.

It is worth noting that the effect of this policy was more
pronounced on the UpperPen dataset compared to the Saratoga
sensor dataset. This is likely due to the difference in variance
between the two datasets. The UpperPen dataset has a smaller
variance, indicating that it contains a narrower range of
values. As a result, the policy’s ability to capture important
samples and extract meaningful patterns is more evident in
the UpperPen dataset.
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respectively.



B. Effect of the KL Regularization Terms

In this part of our study, we aimed to test the importance of
our layer-based regularization strategy on the performance of
our model by reintroducing regularization components back to
the experiments in Section VI-A. The aim was to demonstrate
the benefits of regularization techniques in our context and
assess their impact on the model’s results. Specifically, we con-
tinued conducting experiments on the UpperPen and Saratoga
sensor datasets with 7' = 4 and S = 8. After reintroducing
the regularization components, we observed improvements in
the RMSE values for both datasets. In the case of UpperPen,
the RMSE decreased from 2.70 to 1.18, indicating a notable
enhancement. Similarly, for the Saratoga dataset, the perfor-
mance improved from RMSE = 2.53 to 2.21.

Fig. 7 visually depicts the impact of the Kullback-Leibler
divergence regularization loss terms on the inference results
for the two sensors. The green line is the prediction without
regularization items and the red one is the result after including
regularization in the model training. Results indicate that the
regularization term plays a significant role in guiding the
model to adhere to the segment trends layer by layer.

C. Effect of Segment Expanding

In order to examine the impact of our segment expanding
strategy, we conducted experiments by reducing the number
of expanding layers from 5 to 3, while using a threshold 1" =
4, step size S = 8, and training the models with our added
regularization loss for each layer. The segment lengths for the
3 layers were set to 36, 144, and 288, respectively.

The inference examples of the 3 layer models are rep-
resented by the purple line in Fig. 7. For the UpperPen
dataset the RMSE increased from 1.18 to 1.38 and for the
Saratoga dataset the RMSE increased from 2.21 to 2.38 after
reducing the number of expansion layers. According to these
findings, the SEED model’s prediction accuracy may suffer if
the number of layers is reduced, as seen by the rise in RMSE.
This shows that the segment expanding process is essential for
identifying significant dependencies and patterns in the data,
and that reducing the number of expansion layers may lead to
the loss of vital information on some datasets.

VII. CONCLUSION

In our study, we introduced SEED, a unique segment-
expandable encoder-decoder model, crafted to address single-
shot prediction challenges in skewed and heavy-tailed univari-
ate long-term time series datasets. Utilizing segment represen-
tation learning and a hierarchical Kullback-Leibler divergence
regularization loss, SEED markedly elevates the accuracy of
streamflow prediction. Its tiered structure ensures efficient
learning of expandable representations, and the incorporated
loss bolsters the model’s resilience.

In the future, we aim to test SEED’s versatility across
various domains beyond just hydrologic predictions and ex-
plore replacements for the LSTM base layer, seeking further
performance optimization. These endeavors aim to expand and
amplify SEED’s applicability in varied scenarios.
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Fig. 7: Effect of regularization and segment expanding strate-
gies. The green line with the label ‘T4S8 is the result of
inference using the model trained with 7' = 4 and S = 8
in Fig. 6. The red line labeled ‘T4S8-Regu’ represents the
model with our layer-based regularization strategy added to
the original ‘T4S8’ model. The purple line labeled ‘T4S8-3L
represents the model with the number of layers reduced from
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