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➢ Feed Forward Networks (FFNs) are an integral part of modern 
cognitive networks such as CNN’s  and Transformer based LLMs.

➢ The advent of the Transformer architecture has renewed the focus 
on efficient processing of FFN’s.

➢ Fully connected layers in these networks can account for up to two-
thirds of floating-point operations (FLOPS) during the inference step.

➢ FFNs can be compressed using aggressive pruning and quantization.

Background

➢ Inference Performance

➢ Resource Usage

Objectives

➢ Radix-Net pre-pruning.

➢ Compress indices arrays in software using the encoding algorithm.

➢ Decompress the indices array in hardware in the Processing Element 
(PE).

➢ Implement layers  as a cascade of PEs with Dataflow pipelining. 

Overall Approach

➢ Method tested on the Xilinx VC 709 board.
➢ Results comprise two parts:

• Efficiency results
• Effectiveness Results

Results

➢ Construct Radix-Net topologies guided by unstructured pruning.

➢ Replace indices arrays completely with state machines .

Future Work

➢ Minimize off-chip memory accesses by reducing total memory 

requirement (parameters + CSR structures) of the model.

➢ Optimize Usage of scarce BRAM and URAM as much as 

possible.

➢ Parallelize execution of Processing Elements (PEs)

Effectiveness results

In pruned networks represented using CSR data structure, the memory 
requirement of indices arrays alone can far outstrip memory 
requirement of model parameters.

Problem Description

Encoding Algorithm

Decoding Algorithm

Efficiency results

➢ Accuracy (%)

System Architecture
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